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Medical Al tool gets human thumbs-up in

first study

November 21 2023, by Jim W. Harper
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5. Question Answering

What lab results shows patient have
diabetes?

Develop a clinical generative large language model, GatorTronGPT, for
biomedical natural language processing, clinical text generation, and health care
text evaluation. a Train GatorTronGPT from scratch using GPT-3 architecture
with up to 20 billion parameters. b Solve biomedical relation extraction and
question answering using a unified P-tuning base text generation architecture. ¢
Apply GatorTronGPT to generate 20 billion words of synthetic clinical text,
which was used to train synthetic natural language processing model,
GatorTronS. d Turing evaluation of 30 paragraphs of text written by
GatorTronGPT mixed with 30 real-world paragraphs written by UF Health
physicians. TrM transformer unit; B billion. Credit: npj Digital Medicine (2023).
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A new artificial intelligence computer program created by researchers at
the University of Florida and NVIDIA can generate doctors' notes so
well that two physicians couldn't tell the difference, according to an early
study from both groups.

In this proof-of-concept study, physicians reviewed patient notes—some
written by actual medical doctors while others were created by the new
Al program—and the physicians identified the correct author only 49%
of the time.

A team of 19 researchers from NVIDIA and the University of Florida
said their findings, published Nov. 16 in the journal npj Digital Medicine,
open the door for Al to support health care workers with groundbreaking
efficiencies.

The researchers trained supercomputers to generate medical records
based on a new model, GatorTronGPT, that functions similarly to
ChatGPT. The free versions of GatorTron models have more than
430,000 downloads from Hugging Face, an open-source Al website.
GatorTron models are the site's only models available for clinical
research, according to the article's lead author Yonghui Wu, Ph.D., from
the UF College of Medicine's department of health outcomes and
biomedical informatics.

"In health care, everyone is talking about these models. GatorTron and
GatorTronGPT are unique Al models that can power many aspects of
medical research and health care. Yet, they require massive data and
extensive computing power to build. We are grateful to have this
supercomputer, HiPerGator, from NVIDIA to explore the potential of
Al in health care," Wu said.

For this research, Wu and his colleagues developed a large language
model that allows computers to mimic natural human language. These
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models work well with standard writing or conversations, but medical
records bring additional hurdles, such as needing to protect patients'
privacy and being highly technical. Digital medical records cannot be
Googled or shared on Wikipedia.

To overcome these obstacles, the researchers stripped UF Health
medical records of identifying information from 2 million patients while
keeping 82 billion useful medical words. Combining this set with
another dataset of 195 billion words, they trained the GatorTronGPT
model to analyze the medical data with GPT-3 architecture, or
Generative Pre-trained Transformer, a form of neural network
architecture. That allowed GatorTronGPT to write clinical text similar to
medical doctors' notes.

Here are two paragraphs that reference two patient cases one written by

a human and one created by GatorTronGPT—can you tell whether the
author was machine or human?
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Paragraph 1

HISTORY OF PRESENT ILLNESS: Ms. [*NAME*] is a
[*AGE**]-year-old female with prior history of left breast cancer
who is referred to our department for evaluation for radiation as

part of breast-conserving therapy of a newly diagnosed cancer in
her right breast. Information pertinent to this dictation as follows.
In [*DATE*], Ms. [*NAME**] was diagnosed and treated for
cancer of her left breast at [**LOCATION**]. We do not have full
outside records related to her diagnosis and treatment for left
breast cancer. However, she reportedly underwent lumpectomy
followed by a sentinel node biopsy in [**LOCATION**]. She claims
the sentinel node biopsy did not show evidence of cancer and she
then underwent adjuvant radiation and chemotherapy at
[**LOCATION**]. Her radiation treatment consisted of
approximately six weeks of daily radiation therapy targeting her
left breast. She is unsure of the exact details of her
chemotherapy, its agents, or the number of courses. Following her
completion of chemotherapy, she was then treated with Arimidex
which she took for a total of five years. She followed locally in the
[*LOCATION**] area at the [**LOCATION**] Clinic for
approximately eight years after treatment, without any evidence of
recurrent breast cancer. In late [**DATE **], she decided to
relocate along with her husband to [**LOCATION**]. She is
currently in the process of transferring her care to this region but
her outside phvsicians were still in the [**LOCATION**] area so

These paragraphs reference two patient cases, one written by a human and one
created by GatorTronGPT—-can you tell whether the author was machine or
human? Credit: UF Health

"This GatorTronGPT model is one of the first major products from UF's
initiative to incorporate Al across the university. We are so pleased with

how the partnership with NVIDIA is already bearing fruit and setting the
stage for the future of medicine," said Elizabeth Shenkman, Ph.D., a co-
author and chair of UF's department of health outcomes and biomedical

informatics.

Of the many possible uses for a medical GPT, one idea involves
replacing the tedium of documentation with notes recorded and
transcribed by Al. Wu says that UF has an innovation center that is
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pursuing a commercial version of the software.

Paragraph 2

HISTORY OF PRESENT ILLNESS: Ms. [*NAME**] is a
[**AGE**]-year-old female with prior history of left breast
cancer who is referred to [**LOCATION**Lto discuss surgical
management of her left lung nodule which was picked up on
CT scanning for surveillance. The patient's chest CT obtained
at an outside institution showed an incidental finding of a left
lower lobe pleural nodule, which she brought with her to clinic
today for further review. Ms. [**Name**] reports to be doing
well, with no change in her baseline level of shortness of
breath, but denies any difficulty breathing, cough or
hemoptysis. She feels essentially back to baseline and plays
golf one day a week. Otherwise, Ms. [**NAME **] has no other
pulmonary complaints and has never smoked tobacco or
inhaled second hand smoke. She does report several years of
intermittent reflux, which worsened after eating rough foods.
She underwent an upper Gl study for this, which showed a
small hiatal hernia as well as a moderate- sized sliding hiatal
hernia. She subsequently underwent an abdominal CT for
evaluation for mesenteric ischemia and was felt to have a
dilated pancreatic duct. Due to suspected head pathology on
imaging (although the final report is pending), she underwent
an MRI, which confirmed no pancreatic pathology. Given this,
Ms. [*NAME **] has been trying to avoid fatty and fried foods,

The first was written by a human physician at UF Health; the second was written
by Al Credit: UF Health

For an Al tool to reach such parity with human writing, programmers
spend weeks programming supercomputers with clinical vocabulary and
language usage based on billions upon billions of words. One resource
providing the necessary clinical data is the OneFlorida+ Clinical
Research Network, coordinated at UF and representing many health care
systems.

"It's critical to have such massive amounts of UF Health clinical data not
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only available but ready for Al. Only a supercomputer could handle such
a big dataset of 277 billion words. We are excited to implement
GatorTron and GatorTronGPT models to real-world health care at UF
Health," said Jiang Bian, Ph.D., a co-author and UF Health's chief data
scientist and chief research information officer.

More information: Cheng Peng et al, A study of generative large
language model for medical research and healthcare, npj Digital Medicine

(2023). DOI: 10.1038/s41746-023-00958-w
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