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Scientists train a bank of AI models to
identify patterns of brain activity that signal
memory formation
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Unbiased community-based proposals of ML models for SWR detection. a
Organization of the hackathon. A preparatory phase (Prep) established the basic
grounds of the challenge in terms of minimal knowledge about SWRs, Python
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programming, and Machine Learning (ML) models. It also looked to standardize
scripts and data management. The second phase consisted of the hackathon,
which lasted over 53 h during three days, with participants having access to the
annotated training dataset and some Python scripts. During the last evaluation
phase, a new validation set was released to participants 3 h before the end of the
hackathon. Solutions were ranked using the F1-score (see methods). b Example
of the training data consisting of 8 channels of raw LFP (black) sampled at 30
kHz, with the manually tagged ground truth (GT), corresponding to SWR events.
¢ Results from the hackathon. Solutions were ranked by the F1 score. F1
represents the harmonic mean between Precision (percentage of good detections)
and Recall (percentage of detected GT events). Deep Neural Networks (DNN),
Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN)
with/without Long-Short Term Memory (LSTM); Random Forest decision trees
(Rand Forest), Extreme Gradient Boosting (XGBoost), Support Vector Machines
(SVM), k-Nearest Neighbors (kNN). Chosen solutions are marked with
arrowheads. Darker arrows point to the group that got the highest score of each
particular architecture; light arrows point to repeated architectures. d Schematic
representation of the SWR detection strategy and the 5 ML models used in this
work. Credit: Communications Biology (2024). DOI:
10.1038/s42003-024-05871-w

The study of brain oscillations has advanced our understanding of brain
function. Ripples are a type of fast oscillation underlying the
organization of memories. They are affected in neurological disorders
such as epilepsy and Alzheimer's. For this reason, they are considered an
electroencephalographic (EEG) biomarker. However, ripples exhibit
various waveforms and properties that can be missed by standard
spectral methods.

Recently, the neuroscience community called for the need to better
automate, harmonize, and improve the detection of ripples across a
range of tasks and species. In the study, the authors used recordings
obtained in laboratory mice to train a toolbox of machine learning
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models.

"We have tested the ability of these models using data from non-human
primates that were collected at Vanderbilt University (Nashville, U.S.)
by Saman Abbaspoor and lab leader Kari Hoffman as part of the Brain
Initiative. We found that it is possible to use rodent EEG data to train Al
algorithms that can be applied to data from primates and possibly
humans, provided the same type of recording techniques are used,"
explains De la Prida, who is part of the CSIC's AI-HUB connection
aimed at advancing the use of Al and its applications.

The model toolbox emerged as a result of a hackathon, which resulted in
a short list for the best detection models. These architectures were then
harmonized and optimized by the authors, who now provide all codes
and data openly to the research community. Models include some of the
best-known supervised learning architectures, such as support vector
machines, decision trees, and convolutional neural networks.

"We have identified more than one hundred possible models from the
different architectures that are now available for application or
retraining by other researchers," say Andrea Navas Olivé and Adriidn
Rubio, who are the first authors of the work.

"This bank of AI models will provide new applications in the field of
neurotechnologies and can be useful for detection and analysis of high-
frequency oscillations in pathologies such as epilepsy, where they are
considered clinical markers," concludes De la Prida.

The paper is published in the journal Communications Biology.
More information: Andrea Navas-Olive et al, A machine learning
toolbox for the analysis of sharp-wave ripples reveals common

waveform features across species, Communications Biology (2024). DOL.:
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